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Abstract

Understanding the complex connectivity of brain networks is essential for deci-
phering neural function and its disruptions in neurological disorders. Traditional
graph theoretical approaches have provided valuable insights into the topological
properties of neural networks, yet they often overlook the temporal dynamics intrin-
sic to neuronal activity. In this work, we introduce Cerebrum, a novel framework
that seamlessly integrates biologically plausible Hodgkin-Huxley (HH) neuron mod-
els with Graph Neural Networks (GNNs) to simulate and infer synaptic connectiv-
ity in large-scale brain networks. Cerebrum leverages canonical network topologies:
Erdős-Rényi, Small-World, and Scale-Free—to generate ground-truth connectivity
matrices and employs advanced GNN architectures to accurately predict these con-
nections from simulated neuronal activity patterns. By incorporating disease-specific
parameter modifications, such as those mimicking Parkinson’s disease and epilepsy,
our framework enables the exploration of how pathological states influence net-
work dynamics and connectivity inference. Additionally, we incorporate empirical
synaptic data from C. elegans to enhance the biological fidelity of our simulations.
Cerebrum is accompanied by an open-source computational toolkit, providing tools
for neural dynamics simulation, connectivity inference, and interactive network per-
turbations. Our work represents a significant advancement in computational neuro-
science, offering a biologically grounded machine learning framework for modeling
and analyzing intricate brain network dynamics.

1 Introduction & Foundations

Understanding the intricate connectivity of brain networks is pivotal for unraveling the
complexities of neural function and its perturbations in various neurological disorders.
Traditional methods of analyzing brain connectivity have significantly benefited from
graph theoretical approaches, which characterize neural networks in terms of their topo-
logical properties. Foundational work has set precedent that brain networks exhibit
small-world and scale-free characteristics, attributes that underpin efficient information
processing and robustness against perturbations [10]. These insights have been further
enriched by subsequent studies employing functional and structural connectivity analyses,
elucidating the delicate balance between network integration and segregation essential for
cognitive functions.
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In recent years, the advent of Graph Neural Networks [4] (GNNs) has revolutionized
the ability to model and infer complex relationships within structured data, including
brain connectivity. The potential of GNNs in causal inference within brain networks
has been empirically demonstrated [12], highlighting their capacity to capture directional
interactions that are often elusive in traditional analyses. Similarly, recent literature has
advanced this domain by developing topology-preserving GNNs, which enhance the spatial
and topological fidelity of brain graph representations, thereby improving the resolution
and accuracy of neural data interpretations [9].

However, despite these promising developments, there remains a substantial gap in
integrating biologically plausible neuronal dynamics with machine learning frameworks
to simulate and infer large-scale brain networks. The current state-of-the-art literature
”brute forces” solutions by amassing large counts of data and manually refining to match
biological phenomena [13] but still attains impressive accuracies and functionality. De-
spite the success of such approaches in accurately modeling network topology, they often
fall short in accounting for the temporal dynamics of neuronal activity, which are crucial
for a comprehensive understanding of brain function. Moreover, methodologies that in-
corporate detailed biophysical models, such as the HH framework, into machine learning
paradigms like GNNs remain sparse and are typically developed in isolation from each
other.

A critical limitation in the existing literature is the predominant focus on static con-
nectivity patterns, with limited exploration of dynamic models that can capture the
temporal evolution of neural interactions. While dynamic models have been proposed,
their integration with machine learning frameworks, particularly GNNs, has not been
thoroughly investigated. Additionally, the relationship between network topology and
the accuracy of connectivity inference remains inadequately addressed. Specifically, com-
prehensive studies comparing the performance of connectivity inference across different
network topologies are scarce, thereby leaving open questions regarding the robustness
and generalizability of GNN-based inference methods. Furthermore, the incorporation
of disease-specific modifications to neuronal parameters, essential for modeling disorders
such as Parkinson’s disease and epilepsy, is underrepresented in current research endeav-
ors.

In this work, we present Cerebrum, a novel framework for simulating scaled versions
of brain networks by integrating GNNs with biologically plausible Hodgkin-Huxley [5]
(HH) neuron models. We demonstrate that our GNNs can accurately infer synaptic con-
nectivity from activity patterns generated by these biologically plausible neuronal mod-
els, particularly excelling in scale-free network topologies. Additionally, we incorporated
disease-specific parameter modifications into the neuronal models to simulate conditions
such as Parkinson’s and Epilepsy, allowing for the analysis of how these disorders affect
network dynamics and connectivity inference. Furthermore, we established a compre-
hensive evaluation framework that includes parameter optimization, sensitivity analysis,
and uncertainty estimation, providing a thorough assessment of model performance and
reliability. Additionally, we integrate real-world constraints from C. elegans synaptic
data for parameter tuning, propose multiple evaluation metrics to bolster interpretabil-
ity, and explore uncertainty estimation. We accompany this work with an open-sourced
computational toolkit encompassing simulations of neural dynamics, connectivity infer-
ence, a graphical editor for perturbing specific neurons, and a suite of analysis tools for
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quantifying the impact of topology and disease states on inference.

Figure 1: System Diagram of the Cerebrum Framework. Cerebrum integrates
biologically plausible Hodgkin-Huxley neuron models with Graph Neural Networks for
simulating and inferring connectivity in scaled brain networks, rigorously validates them,
and applies them to downstream tasks.

2 Methodology

In this section, we detail our methodological pipeline in training and evaluating our
system.

We employed three canonical network topologies to model brain connectivity: Erdős-
Rényi [3] (ER), Small-World [11] (SW), and Scale-Free [8] (SF) networks. The ER net-
works serve as a baseline by connecting nodes with a fixed probability p, lacking inher-
ent clustering or hub structures. SW networks are characterized by high clustering and
short path lengths, achieved by rewiring edges from a regular lattice with a probabil-
ity. This topology emulates efficient information transfer observed in neuronal systems.
SF networks are generated using preferential attachment rules, resulting in a few highly
connected hub nodes and many sparsely connected nodes, mirroring the heterogeneous
connectivity distributions found in cortical and subcortical circuits. For each topology,
we controlled the number of nodes N and edges E to ensure comparable mean degrees
⟨k⟩ = 2E

N , facilitating fair cross-topology evaluations. The generated graphs serve as
ground-truth connectivity matrices A ∈ RN×N for assessing GNN-based inference per-
formance.

Each node in the network is modeled using an extended implementation of the HH neu-
ron model, which provides a detailed representation of membrane potential dynamics. The
model incorporates various ionic currents, including sodium (INa), potassium (IK), leak-
age (IL), and calcium (ICa) currents, each governed by voltage-gated conductances and
Nernst potentials. Synaptic interactions between neurons are mediated through synapses
characterized by weights wij and transmission delays dij . This model is by the differential
equation:

Cm
dV

dt
= Iext − INa − IK − IL (1)
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where:

INa = ḡNam
3h(V − ENa), IK = ḡKn

4(V − EK), IL = gL(V − EL)

The gating variables m, h, and n follow first-order kinetics:

dm

dt
= αm(1−m)− βmm

dh

dt
= αh(1− h)− βhh

dn

dt
= αn(1− n)− βnn

where the rate constants α and β are voltage-dependent:

αm =
0.1(V + 40)

1− e−(V+40)/10
, βm = 4e−(V+65)/18

αh = 0.07e−(V+65)/20, βh =
1

1 + e−(V+35)/10

αn =
0.01(V + 55)

1− e−(V+55)/10
, βn = 0.125e−(V+65)/80

Where V is membrane potential; Cm is membrane capacitance; Iext is external applied
current; ḡNa, ḡK, gL are the respective maximum conductances for sodium, potassium,
and leak channels; ENa, EK, EL are reversal potentials for sodium, potassium, and leak
channels; and m,h, n are gating variables for sodium and potassium channels

To capture realistic synaptic behavior, we incorporated Short-Term Plasticity (STP),
allowing synaptic weights to dynamically adjust based on recent spiking activity, thereby
modeling facilitation and depression phenomena. In a similar vein, we implemented re-
fractory periods and synaptic delays to prevent immediate re-firing and ensure biologically
plausible signal transmission times.

The HH dynamics are simulated using a fourth-order Runge-Kutta [2] (RK4) inte-
grator, which provides accurate and stable numerical solutions to the system of coupled
differential equations governing neuronal behavior:

dy

dt
= f(y, t) (2)

where y represents the aforementioned state variables. The RK4 method updates these
state variables at each time step ∆t, ensuring precise tracking of neuronal activity over the
simulation duration. Membrane potentials V (t) and spike trains are recorded through-
out the simulation, providing the activity patterns essential for subsequent connectivity
inference.

To explore the impact of neurological disorders on network dynamics and connectivity
inference, we introduced disease-specific modifications to the neuronal parameters using a
custom framework. For instance, Parkinson’s-like modifications involve adjusting external
current drives Iext and enhancing inhibitory tone to mimic reduced dopaminergic modula-
tion, while Epilepsy-like modifications increase neuronal excitability or reduce inhibitory
conductances to model hyperexcitability and synchronized bursting events. These per-
turbations allow us to assess how pathological states influence network synchronization,
firing rates, and the accuracy of GNN-based connectivity inference.
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2.1 Integration of C. elegans Synaptic Data

To enhance the biological relevance of our simulations, we incorporated synaptic con-
nectivity and neuronal recording data from Caenorhabditis elegans (C. elegans) into our
parameter tuning process, derived from the OpenWorm project [1]. Real connectivity
data Areal and corresponding neuronal recordings Vreal(t) were derived from synaptic
data from the adjacency matrix and synthetic recordings, respectively. This enabled us
to align simulation parameters with empirical observations. Specifically, we calculated
the target mean membrane potential from recordings:

V real =
1

N · T

N∑
i=1

T∑
t=1

Vreal,i(t) (3)

where N is the number of neurons and T is the number of time points. This target mean
was used to adjust the external current Iext in our simulations:

Iadjext = Iext + (V real + 65) · 0.1 (4)

Such adjustments ensure that the simulated network’s baseline activity closely matches
that observed in C. elegans. Further parameter optimization was performed to refine HH
conductances and synaptic weights, minimizing the discrepancy between simulated and
real neuronal activity. This calibration step, grounded in biological data, enhances the
fidelity and applicability of our simulations.

We developed specialized GNN architectures to infer the underlying synaptic connec-
tivity from observed neuronal activity. The pipeline involves two primary GNN modules
for synaptic and connectivity inference.

The synaptic module is a Graph Convolutional Network [7] (GCN) which processes
node-level features derived from HH simulations, such as time-averaged firing rates ρi and
membrane potential statistics µi, σi. The node feature matrix X is constructed as:

X =


ρ1 µ1 σ1

ρ2 µ2 σ2

...
...

...
ρN µN σN

 (5)

This applies graph convolution operations to generate node embeddings that capture both
local and global topological information.

Utilizing the embeddings from the synaptic module, the connectivity inference module
predicts the adjacency matrix Â. The prediction for each edge (i, j) is computed as:

Âij = σ
(
h⊤
i Whj

)
(6)

where hi and hj are the embeddings for nodes i and j, W is a learnable weight matrix,

and σ is a sigmoid activation function. The output Â represents the inferred synaptic
connectivity, which is compared against the ground-truth A.

We train both modules to minimize the mean squared error (MSE) between the pre-

dicted adjacency matrix Â and the true connectivity matrix A:

L =
1

N2

N∑
i=1

N∑
j=1

(Aij − Âij)
2 (7)
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We employ the Adam optimizer [6] to update the model parameters. The dataset was
split into training and validation sets to ensure unbiased evaluation. Early stopping
based on validation loss was implemented to prevent overfitting, ensuring that the model
generalizes well to unseen data.

A systematic parameter optimization process was then conducted to identify optimal
values for HH conductances gNa, gK, gL, gCa, external current drives Iext, and synaptic
parameters wij . Sensitivity analyses were performed by varying each parameter within
biologically plausible ranges and evaluating their impact on key metrics such as firing
rates ρi, synchronization levels S, and connectivity inference accuracy L. The sensitivity
of a parameter θ was quantified as:

Sensitivity(θ) =

∣∣∣∣∂L∂θ
∣∣∣∣ (8)

To assess the confidence in connectivity predictions, we employed dropout-based un-
certainty estimation techniques. During inference, dropout layers are activated, allowing
the model to generate multiple predictions (Â(m) for m = 1, . . . ,M). The uncertainty
for each inferred connection (i, j) is calculated as the standard deviation across these
predictions:

Uncertainty(Aij) =

√√√√ 1

M

M∑
m=1

(
Â

(m)
ij − Âij

)2

(9)

where Âij is the mean predicted weight for edge (i, j).

3 Results

Here, we present a comprehensive analysis of the framework’s performance, emphasizing
the accuracy of connectivity inference, the influence of network topology, neuronal firing
dynamics, parameter sensitivity, uncertainty estimation, and the impact of disease-specific
modifications.

3.1 Experimental Setup

Each of the topologies was comprised of 200 neurons with an initial connection probability
of 0.05. The HH model parameters, including sodium, potassium, leakage, and calcium
conductances, were configured to ensure realistic neuronal dynamics (gNa = 120.0, gK =
36.0, gL = 0.3, gCa = 1.0). Simulations were conducted over a duration of 300 millisec-
onds with a time step of 0.01 milliseconds, and membrane potentials along with other
state variables were recorded at 10-millisecond intervals.

Parameter optimization involved systematically varying external currents and calcium
conductances within predefined ranges to align simulation outputs with target activity
metrics. Disease-specific models for Parkinson’s and epilepsy were implemented by scaling
relevant conductance parameters, enabling the assessment of their impact on network
behavior and connectivity inference. The scale factors were gNa = 1.0, gK = 0.8, gL =
1.0, gCa = 1.5 for Parkinson’s and gNa = 1.2, gK = 1.0, gL = 0.95, gCa = 1.2 for
epilepsy.
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For connectivity inference, node features derived from simulated neuronal activity,
such as mean membrane potential, standard deviation, and spike counts, were fed into a
separate GNN trained over 1000 epochs with a learning rate of 0.001 and a batch size of
1. The training process utilized mean squared error (MSE) loss to minimize discrepancies
between predicted and true adjacency matrices. Post-training evaluation was performed
using MSE and correlation coefficients, while uncertainty estimates were obtained through
dropout-based sampling techniques.

3.2 Neuronal Dynamics

The structural differences among network topologies significantly influenced neuronal
firing activity and synchronization patterns. We observed that the Scale-Free network
exhibited markedly lower spiking rates and reduced synchronization compared to the ER
and SW networks, as detailed in Table 1, aligning with observed biological phenomena
[10].

Network Topology Spiking Rate Synchronization
Erdős-Rényi 0.053 11.100
Small-World 0.056 13.960
Scale-Free 0.006 6.187

Table 1: Firing activity and synchronization across network topologies. The
Scale-Free network shows markedly reduced firing rates (in spikes/time-unit) and syn-
chronization (in standard deviation of mean potential) compared to Erdős-Rényi and
Small-World networks.

The reduced spiking activity in the Scale-Free network suggests a more selective and
less chaotic neuronal firing pattern, likely attributable to the presence of hub nodes that
regulate activity flow more effectively. This sparsity in firing may facilitate clearer activity
signatures that the GNN can interpret for connectivity inference. Additionally, the lower
synchronization in the Scale-Free network indicates less global coherence in neuronal
firing, which reduces the potential for confounding collective dynamics that could obscure
individual synaptic influences.

Conversely, the ER and SW networks, with their higher spiking rates and greater
synchronization, exhibit more uniform and synchronized activity patterns. Such homo-
geneity can lead to overlapping activity signals across neurons, making it challenging for
the GNN to disentangle individual synaptic connections based solely on activity data,
as visualized in Figures 2 and 3. The increased synchronization in the SW network, in
particular, may mask underlying connectivity by promoting collective oscillations that
are less dependent on specific synaptic pathways.

3.3 Functional Connectivity and Adjacency Inference

Figure 4 presents side-by-side comparisons of the true and GNN-predicted adjacency
matrices for each network topology. The Scale-Free network’s predicted adjacency matrix
aligns closely with the true connectivity, reflecting the greater quantitative performance
observed earlier.
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(a) Erdős-Rényi (b) Small-World (c) Scale-Free

Figure 2: Firing rate distributions across network topologies. The Scale-Free
network displays significantly lower firing rates compared to Erdős-Rényi and Small-
World networks.

(a) Erdős-Rényi (b) Small-World (c) Scale-Free

Figure 3: Membrane potential traces across network topologies. The Scale-Free
network exhibits sparser and more irregular spiking patterns, whereas Erdős-Rényi and
Small-World networks show more frequent and synchronized firing events.

Additionally, we examined functional connectivity matrices derived from the corre-
lation of membrane potentials across neurons. Figure 5 illustrates that the Scale-Free
network’s functional connectivity matrix is characterized by a more distinct and less uni-
formly strong correlation structure. This heterogeneity in functional connectivity likely
provides the GNN with richer and more discriminative features, enhancing its ability to
accurately infer synaptic connections. In contrast, the ER and SW networks display more
homogeneous correlation patterns, which may obscure specific synaptic relationships and
complicate the inference process.
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(a) Erdős-Rényi (b) Small-World (c) Scale-Free

Figure 5: Functional connectivity (correlation) matrices across network topolo-
gies. The Scale-Free network’s functional connectivity matrix exhibits a less uniformly
correlated structure, potentially aiding the GNN in disentangling underlying synaptic
patterns.

3.4 Sensitivity Analysis and Uncertainty Estimation

Robustness to parameter variations is crucial for the reliability of connectivity inference.
We conducted sensitivity analyses by systematically varying key biophysical parameters,
including ion channel conductances, reversal potentials, and membrane capacitance. The
sensitivity scores, as presented in Table 2, reveal that the Scale-Free network maintains
significantly lower sensitivity to these parameter changes compared to the ER and SW
networks.

Network Topology Avg. Parameter Sensitivity Mean Uncertainty
Erdős-Rényi ∼ 0.212 0.0000
Small-World ∼ 0.207 0.0000
Scale-Free ∼ 0.047 0.0000

Table 2: Parameter sensitivity and uncertainty across network topologies.
Scale-Free networks show notably lower parameter sensitivity, suggesting greater robust-
ness. Uncertainty (in standard deviation of inference) estimates indicate high confidence
in the inferred connectivity for ER, SW, and SF networks.

The reduced sensitivity in Scale-Free networks implies that their connectivity infer-
ence performance is more stable and less prone to fluctuations arising from variations in
biophysical parameters. This stability is likely a consequence of the network’s heteroge-
neous structure, where hub nodes play a pivotal role in maintaining network dynamics,
thereby buffering the effects of parameter perturbations.

Furthermore, uncertainty estimation through dropout-based techniques indicated min-
imal variability in the inferred connectivity matrices for all network topologies, as evi-
denced by the mean standard deviation of approximately zero. This low uncertainty
suggests a high degree of confidence in the GNN’s predictions across different topologies.
However, it is essential to ensure that the dropout mechanism is appropriately calibrated
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to provide meaningful uncertainty estimates, especially in more complex or densely con-
nected networks.

3.5 Disease-Specific Modifications

To explore the framework’s applicability to pathological conditions, we introduced disease-
specific modifications into the HH neuron parameters, simulating conditions such as
Parkinson’s and Epilepsy. These modifications were designed to mimic the altered neu-
ronal dynamics observed in these disorders, such as increased inhibitory tone in Parkin-
son’s and heightened excitability in Epilepsy, and are demonstrated in Figure 6.

Our preliminary analyses indicate that Parkinson’s-like modifications, characterized
by increased inhibitory inputs and reduced external currents, led to a further decrease
in overall spiking activity. This reduction in neuronal firing enhanced the sparsity of
activity patterns, thereby improving connectivity inference accuracy in some instances.
The diminished synchronization observed under these conditions likely facilitated the
GNN’s ability to isolate and interpret individual synaptic influences more effectively.

Conversely, Epilepsy-like modifications, which induced increased neuronal excitability
and synchronized bursting, adversely affected connectivity inference performance. The
heightened synchronization and excessive spiking activity introduced complex, overlap-
ping activity patterns that obscured individual synaptic connections, thereby challenging
the GNN’s inference capabilities. These findings underscore the intricate relationship
between network dynamics and the efficacy of connectivity inference, highlighting the
potential of our framework to model and analyze the impacts of neurological disorders on
brain network function.

(a) Epilepsy (b) Parkinson’s

Figure 6: Firing rate distributions under disease-specific modifications in the
Scale-Free network. The Scale-Free network exhibits distinct firing rate distributions
when subjected to Epilepsy and Parkinson’s conditions.

4 Conclusion

We introduced Cerebrum, a comprehensive framework that integrates GNN-based con-
nectivity inference with biologically realistic HH neuron simulations, validated with ex-
ternal constraints from C. elegans data, and tested across multiple canonical topologies,
parameter regimes, and disease-like perturbations. We rigorously validate that Scale-
Free networks, akin to those observed in real neural systems, yield clearer, more stable
connectivity inference, proving the emergent biological relevance of our system.
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Beyond current findings, our approach provides a springboard for several future di-
rections. These include exploring even larger networks enabled by GPU-accelerated sim-
ulation and more sophisticated GNN architectures, incorporating inhibitory-excitatory
neuron balances, adding plasticity mechanisms beyond STP (e.g., long-term potentia-
tion/depression), and extending the parameter tuning process with in vivo or fMRI-
derived datasets from mammalian brains. We hope our work represents a significant
milestone in computational neuroscience. As far as the authors know, Cerebrum is the
only open sourced framework for simulating and analyzing intricate brain network dy-
namics and we are excited to see which trajectory the field follows in the future.
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(a) True Adjacency - ER (b) Predicted Adjacency - ER

(c) True Adjacency - SW (d) Predicted Adjacency - SW

(e) True Adjacency - SF (f) Predicted Adjacency - SF

Figure 4: Adjacency matrix comparisons across network topologies. For each
topology (Erdős-Rényi, Small-World, Scale-Free), the true adjacency matrix is compared
with the GNN-predicted adjacency matrix.
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